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1. Introduction

e |Image classification
e Requires large amount of labeled data
o Expensive to acquire
e How to take advantage of unlabeled data?

ngus |ffordshire buliterrier

currant

Krizhevsky et al. ImageNet Classification with Deep CNN
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Overview of Noisy Student Training

e Studentimproves the teacher
e OQutperforms state-of-the-art methods: from 86.4% to 88.4%

W= Teacher

[
Labeled data = '-

Labels

vl

Unabeled data —3 N g

Noisy
Student
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2. Related works

e Weakly labeled data

e Teacher-student approaches
o Knowledge Distillation
o Data Distillation
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Weakly Labeled Data

e Previous state-of-the-art [Mahajan et al. 2018]
e 3.5 billion Instagram images
e Labeled using hashtags

@ dailybearshow - Follow

@ dailybearshow Ready for dinner

#bear #animal #animals #bears
#nature #love #cute #brownbear
#brownbears #natgeohub

=oQv A
4,643 likes
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Teacher-Student

e Noiseis not used or not understood

W= Teacher

[
Labeled data = '-

Labels

vl

Unabeled data —3 N g

Neisy
Student
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Knowledge Distillation

e Model compression
e Studentissmaller

W= Teacher

|
Labeled data = ‘ —

Labels

i "y Student
Unabeled data =—3p» N
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Data Distillation [Radosavovic et al. 2017]

e Ensemble teacher predictions
e Strengthens the teacher

Predictions
e — Teacher | ~\
Labeled data = o, - —>>
4 A _]
Labels
l — Student

Unabeled data =3 N g
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3. Noisy Student Training

steel arch bridge canoe
%
Train teacher modelw ﬁ(lnfer pseudo-labels
with labeled data ) & on unlabeled data

O~

Data augmentation \ Train equal-or-

Pl larger student model Make the student a
P with combined data new teacher
Stochastic depth and noise injected

10
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Teacher

e Learnson labeled data andis trained until convergence
e Generates soft or hard labels for unlabeled data
e Noise-free oninference

steel arch bridge canoe

Train teacher model Infer pseudo-labels
with labeled data on unlabeled data

11
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Student

e Same or more capacity than the teacher

e Trains on both labeled and unlabeled data (with teacher labels)

e Once trained works as the teacher

e Noise (input and model noise)

D

Data augmentation \ Train equal-or-
TR larger student model Make the student a
P / with combined data new teacher
Stochastic depth and noise injected 12




3. Noisy Student Training

Student Input Noise

RandAugment
Prediction consistency

RandAugment
Magnitude: 9

Magnitude: 17

v e -
E— —
s ’ S - o

Original ShearX AutoContrast

Magnitude: 28

- — 3 —_—

Original ShearX AutoContrast

[Cubuk et al. 2020]
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Student Model Noise

e Dropout and Stochastic Depth
e Weakens the student

Dropout Stochastic Depth

@ @ o @ 6 @
wnibatch 1 [ROINNGIAL ORI BN
@ © o @ o o
wiivatch2 [RGBN NG JNOMIC A0 L
wnibatch 3 [REmRIC JROMMIC (ORI (ERL

[Sri\A/éstavar etal. 2014] [Huang et al. 2016]

14



|
3. Noisy Student Training ERI\IIEEBURG

Implementation Details

e Databalancing

)
Class Class Class
A B C

Before 15



3. Noisy Student Training

Implementation Details

e Databalancing

Undersample

, r , Oversample ]
. ) : , N ) \ J
Class Class Class Class Class Class
A B C A B C

Before

After
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Implementation Details

e Use of soft labels

Hard labels Soft labels

Probabilities:| 0.0 0.0 0.0 1.0 0.0 Probabilities:| 0.1 [ 0.05 | 0.15 | 0.65 | 0.05

Class: tree car dog cat plane Class: tree car dog cat plane

17
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Implementation Details

e Model architecture: EfficientNet [Mingxing Tan and Quoc V. Le 2019]
e Uniformly scales depth/width/resolution
e EfficientNet BO,B1,...,B7and L2

— o depth: d = a*
| | ‘
= width: w = 3¢
y == . ¢
( | % resolution: r = 4
deeper : ¢
decper st.a-B2-4%2=~2

a2l >1yy21
L W
- high
L] 1 el
i I
(b) width scaling (c) depth scaling (d) resolution scaling (e) compound scaling

[Mingxing Tan and Quoc V. Le 2019]
18
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4. Experiments

e Datasets
o ImageNet2012 ILSVRC (public)
o JFT dataset (not public)
o YFCC100M (public)
e Metric: Accuracy
e |terativeprocess:B7-1L2-1L2-L2
e JustL2takes 6 days of trainingon TPU

[ImageNet 2015] 19
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Method | # Params Extra Data ‘ Top-1 Acc. Top-5 Acc.
ResNet-50 26M - 76.0% 93.0%
ResNet-152 60M - 77.8% 93.8%
DenseNet-264 34M . 77.9% 93.9%
Inception-v3 24M - 78.8% 94.4%
Xception 23M - 79.0% 94.5%
Inception-v4 48M - 80.0% 95.0%
Inception-resnet-v2 56M - 80.1% 95.1%
ResNeXt-101 84M - 80.9% 95.6%
PolyNet 92M - 81.3% 95.8%
SENet 146M - 82.7% 96.2%
NASNet-A 89M - 82.7% 96.2%
AmoebaNet-A 8™ = 82.8% 96.1%
PNASNet 86M - 82.9% 96.2%
AmoebaNet-C 155M - 83.5% 96.5%
GPipe 557M - 84.3% 97.0%
EfficientNet-B7 66M - 85.0% 97.2%
EfficientNet-1.2 480M - 85.5% 97.5%
ResNet-50 Billion-scale 26M 81.2% 96.0%
ResNeXt-101 Billion-scale 193M o ETs ] . ] 84.8% -
ResNeXt-101 WSL 820M SRIOAE S b St Tk b 85.4% 97.6%
FixRes ResNeXt-101 WSL 829M 86.4% 98.0%
Big Transfer (BiT-L) | | 928M 300M weakly labeled images from JET | 87.5% 98.5%
Noisy Student Training (EfficientNet-L2) |  480M 300M unlabeled images from JFT | 88.4% 98.7%

20
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Method | # Params Extra Data ‘ Top-1 Acc. Top-5 Acc.
ResNet-50 Billion-scale 26M 81.2% 96.0%
ResNeXt-101 Billion-scale 193M 5 BB Baes Tabalad with tape 84.8% -
ResNeXt-101 WSL 820M sl Hages Sabeled wiL e 85.4% 97.6%
FixRes ResNeXt-101 WSL 829M 86.4% 98.0%
Big Transfer (BiT-L) | | 928M 300M weakly labeled images from JET | 87.5% 98.5%
Noisy Student Training (EfficientNet-L2) |  480M 300M unlabeled images from JFT | 88.4% 98.7%
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Method | # Params Extra Data ‘ Top-1 Acc. Top-5 Acc.
EfficientNet-B7 GOM - 85.0% 97.2%
EfficientNet-1.2 480M - 85.5% 97.5%
Noisy Student Training (EfficientNet-L2) |  480M 300M unlabeled images from JFT | 88.4% 98.7%

22



4. Experiments

Model Size Study

e Noisy Student can improve other models

e Evenwithout iterative training

ImageNet Top-1 Accuracy (%)

86

84

Noisy Student Training (EfficientNet-B7)

EfficientNet-B7
L]

-
-
-

AmoebaNet-C
- —

AmoebaNet—_/_\____‘__. .

o NasNerA e SENet
821 T e
o7
2T e
/‘/ -------- ResNeXt-101
80 1 /-/'4 ..+ Ynception-resnet-v2
,’ ../‘/ _-’Xception
78 4 | : Model Top-1 Acc.
i i ‘b N ResNet152  EfficientNet-BO 77.3%
2 soenselet Noisy Student Training (B0) | 78.1%
[ EfficientNet-B2 80.0%
61 ResNet-50 Noisy Student Training (B2) | 81.1%
" R EfficientNet-B5 84.0%
H .Inception—v2 Noisy Student Training (B5) 85.1%
74 1 ASNet-A EfficientNet-B7 85.0%
ResNet-34 Noisy Student Training (B7) 86.4%
T T - T T T T T T T
0 20 40 60 80 100 120 140 160

Number of Parameters (Millions)
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Model Size Study

e Noisy Student can improve other models
. Even WithOUt iterative training Noisy Student Training (EfficientNet-B7)

86 1
84
;'\.\:\
< 82
2
Method | Top-1 Acc.  Top-5 Acc. =2 P
z 80 1 P A'4,,-~"‘.lnception—resnet-v2
ResNet-50 77.6% 93.8% B ,;
. e B o :Xception
Noisy Student Training (ResNet-50) 78.9% 94.3% 2 HE Model Top-T Acc,
%:0 " ’ 1) ResNet.152  EfficientNet-BO 77.3%
N Oi St d enton R e N et- 50 £ ! DenseNet-201 Noisy Student Training (B0) |  78.1%
Sy u S [ EfficientNet-B2 80.0%
691 | 7 ResNet-50 Noisy Student Training (B2) | 81.1%
i : EfficientNet-BS 84.0%
H .Inception—v2 Noisy Student Training (B5) 85.1%
74 1 ASNet-A EfficientNet-B7 85.0%
ResNet-34 Noisy Student Training (B7) 86.4%
T T - T T T T T T T
0 20 40 60 80 100 120 140 160

Number of Parameters (Millions)
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Robusthess

e [mageNet-A (hard images)

Method | Top-1 Acc.  Top-5 Acc.

ResNet-101 [32] 4.7% -

ResNeXt-101 [32] (32x4d) 5.9% -

ResNet-152 [32] 6.1% -

ResNeXt-101 [32] (64x4d) 7.3% -

DPN-98 [32] 9.4% -

ResNeXt-101+SE [32] (32x4d) 14.2% -

ResNeXt-101 WSL [55, 59] 61.0% -

EfficientNet-L2 49.6% 78.6% : \
Noisy Student Training (L2) 83.7% 95.2% humminghird bald cagle baskethall parking meter

25



4. Experiments

Robustness

e ImageNet-C (images with corruptions)

Method Res. | Top-1 Acc. mCE
ResNet-50 [31] 224 39.0% 16,7
SIN [23] 224 45.2% 69.3
Patch Gaussian [51] 299 52.3% 60.4
ResNeXt-101 WSL [55, 59] 224 - 45.7
EfficientNet-L.2 224 62.6% 47.5
Noisy Student Training (L2) 224 76.5% 30.0
EfficientNet-L2 299 66.6% 42.5
Noisy Student Training (L2) | 299 77.8% 28.3

snow leopard electric ray swing mosquito net

. il §oh
- ’ / (1

2,

AR

toaster pill bottle gown ski

television

parking meter vacuum cannon
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4. Experiments

Robustness

e ImageNet-P (images with perturbations)

Method Res. | Top-1 Acc. mFR
ResNet-50 [31] 224 - 58.0
Low Pass Filter Pooling [99] 224 - al.Z
ResNeXt-101 WSL [55, 59] 224 - 27.8
EfficientNet-L2 224 80.4% 212
Noisy Student Training (L2) 224 85.2% 14.2
EfficientNet-L2 299 81.6% 23.7
Noisy Student Training (L2) | 299 86.4% 12.2

plate rack medicine chest

racing car
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car wheel
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Ablations

e |mportance of Noise in the student
e Student should not exactly copy the teacher

Model / Unlabeled Set Size | 1.3M 130M
EfficientNet-B5 | 83.3% 84.0%
Noisy Student Training (BS) 839% 85.1%
student w/o Aug 83.6% 84.6%

student w/o Aug, SD, Dropout | 83.2%  84.3%
teacher w. Aug, SD, Dropout 83.7%  84.4%

28
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Ablations

e |mportance of lterative Training

L2

66M | 85.0% 480M | 87.6% 480M | 88.1% 480M | 88.4%

Initial Model First iteration Second Iteration Third Iteration
Final Model

29
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Ablations

e Largerteacher leads to better results

30
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Ablations

e Largerteacher leads to better results
e The more unlabeled data the best
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Ablations

e Largerteacher leads to better results
e Themoreunlabeled data the best
e Softlabels are preferred

32
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Ablations

e Largerteacher leads to better results

e The more unlabeled data the best

e Softlabels are preferred

e Larger student leads to better results

33
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Ablations

Larger teacher leads to better results
The more unlabeled data the best
Soft labels are preferred

Larger student leads to better results
Balancing the data can be useful

34
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Ablations

Larger teacher leads to better results

The more unlabeled data the best

Soft labels are preferred

Larger student leads to better results

Balancing the data can be useful

Jointly training on labeled and unlabeled gives better results
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Ablations

Larger teacher leads to better results

The more unlabeled data the best

Soft labels are preferred

Larger student leads to better results

Balancing the data can be useful

Jointly training on labeled and unlabeled gives better results
A large ratio between unlabeled and labeled is preferred
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4. Experiments

Ablations

Larger teacher leads to better results

The more unlabeled data the best

Soft labels are preferred

Larger student leads to better results

Balancing the data can be useful

Jointly training on labeled and unlabeled gives better results
A large ratio between unlabeled and labeled is preferred
Training the student from scratch can be beneficial
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5. Conclusion

e Significant improvement using unlabeled data
o SOTA of ImageNet with 88.4%
e Applying Noisy Student improves performance also for smaller models
or different architectures
e Significant increase in robustness over similar methods

38
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