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● Image classification
● Requires large amount of labeled data

○ Expensive to acquire
● How to take advantage of unlabeled data?

1. Introduction

Krizhevsky et al. ImageNet Classification with Deep CNN
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Overview of Noisy Student Training

1. Introduction

● Student improves the teacher
● Outperforms state-of-the-art methods: from 86.4% to 88.4%
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● Weakly labeled data
● Teacher-student approaches

○ Knowledge Distillation
○ Data Distillation

2. Related works
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● Previous state-of-the-art [Mahajan et al. 2018]
● 3.5 billion Instagram images
● Labeled using hashtags

Weakly Labeled Data
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2. Related Works



● Noise is not used or not understood

Teacher-Student
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● Model compression
● Student is smaller

Knowledge Distillation
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Data Distillation [Radosavovic et al. 2017]
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2. Related Works

● Ensemble teacher predictions 
● Strengthens the teacher



3. Noisy Student Training
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Teacher

● Learns on labeled data and is trained until convergence
● Generates soft or hard labels for unlabeled data
● Noise-free on inference

3. Noisy Student Training
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Student

● Same or more capacity than the teacher
● Trains on both labeled and unlabeled data (with teacher labels)
● Once trained works as the teacher
● Noise (input and model noise)

3. Noisy Student Training
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Student Input Noise

3. Noisy Student Training

[Cubuk et al. 2020]
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● RandAugment
● Prediction consistency

RandAugment



Student Model Noise

3. Noisy Student Training

Dropout Stochastic Depth

[Srivastava et al. 2014] [Huang et al. 2016] 14

● Dropout and Stochastic Depth
● Weakens the student



Implementation Details

● Data balancing

3. Noisy Student Training
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Implementation Details

● Data balancing

3. Noisy Student Training
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Implementation Details

● Use of soft labels

3. Noisy Student Training
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Implementation Details

● Model architecture: EfficientNet [Mingxing Tan and Quoc V. Le 2019]

● Uniformly scales depth/width/resolution

● EfficientNet B0, B1, …, B7 and L2

3. Noisy Student Training

[Mingxing Tan and Quoc V. Le 2019]
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4. Experiments

● Datasets
○ ImageNet2012 ILSVRC (public)
○ JFT dataset (not public)
○ YFCC100M (public)

● Metric: Accuracy
● Iterative process: B7 - L2 - L2 - L2
● Just L2 takes 6 days of training on TPU

19[ImageNet 2015]



Results

4. Experiments
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Model Size Study

● Noisy Student can improve other models

● Even without iterative training

4. Experiments
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Model Size Study

● Noisy Student can improve other models

● Even without iterative training

4. Experiments
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Noisy Student on ResNet-50



Robustness

4. Experiments

● ImageNet-A (hard images)
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Robustness

4. Experiments

● ImageNet-C (images with corruptions)
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Robustness

4. Experiments

● ImageNet-P (images with perturbations)
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Ablations

● Importance of Noise in the student
● Student should not exactly copy the teacher

4. Experiments
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Ablations

● Importance of Iterative Training

4. Experiments
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Ablations

● Larger teacher leads to better results

4. Experiments
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Ablations

● Larger teacher leads to better results
● The more unlabeled data the best
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Ablations
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Ablations

● Larger teacher leads to better results
● The more unlabeled data the best
● Soft labels are preferred
● Larger student leads to better results
● Balancing the data can be useful
● Jointly training on labeled and unlabeled gives better results 
● A large ratio between unlabeled and labeled is preferred
● Training the student from scratch can be beneficial

4. Experiments
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5. Conclusion

● Significant improvement using unlabeled data
○ SOTA of ImageNet with 88.4%

● Applying Noisy Student improves performance also for smaller models 
or different architectures

● Significant increase in robustness over similar methods
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Thank you!


